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Abstract 
 
Attribute reduction is one of the most important problems in rough set theory. This paper introduces the 
concept of lower approximation reduction in ordered information systems with fuzzy decision. Moreover, the 
judgment theorem and discernable matrix are obtained, in which case an approach to attribute reduction in 
ordered information system with fuzzy decision is constructed. As an application of lower approximation 
reduction, some examples are applied to examine the validity of works obtained in our works. 
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1. Introduction 
 
Rough set theory, proposed by Pawlak Z. in the early 
1980s [1], is an extension of classical set theory and can 
be regarded as a soft computing tool to deal with uncer- 
tainty or imprecision information. It was well known that 
this theory is based upon the classification mechanism, 
from which the classification can be viewed as an 
equivalence relation and knowledge blocks induced by it 
be a partition on universe. For this reason, it has been 
applied widely and successfully in pattern recognition [2], 
medical diagnosis [3], granular computing [4] and so on. 

Attributes reduction, as one important portion of rough 
set researching, its main idea is not only to delete re- 
dundant attributes but also to preserve the invariability of 
classification ability. In fact, for the reason of noise or 
information losing, there have many information systems 
that the relation is not equivalence relation. Therefore, 
how to deal with this type of information systems has be- 
came a very hot topic in rough set theory. Meantime, 
many experts have studied attribute reduction by extend 
ing the equivalence relation to consistent relation, similar 
relation, dominance relation[5-7] and so on. Also, some 
useful works, take dominance relation based information 
systems, [8-14] for example, have been done in detail. 

At the same time, for decision makers, there may exist 
one case that the decision objects are not certain or 
precision but fuzzy. So the fuzzy decision must be taken 
into consideration. Our work in this paper is to consider 
the attribute reduction in ordered information systems 

with fuzzy decision. Firstly, concept of lower approxi- 
mation consistent set is proposed by comparing decision 
attribute values. What is more, lower approximation re- 
duction and judgment theorem is introduced, from which 
one can define the discernable matrix and find that it is 
an useful approach to attribute reduction in ordered in-
formation system with fuzzy decision. As an applica- 
tion of lower approximation reduction, examples are 
considered to illustrate the validity of some results ob- 
tained in our works. 

The rest of this paper is organized as follows. Some 
preliminary concepts required in our work are briefly 
recalled in section 2. In section 3 the lower approxi- 
mation reduction in ordered information system with 
fuzzy decision is investigated. The discernable matrix and 
approach to attribute reduction are defined in section 4. 
Section 5 concludes this paper. 

2. Information System with Fuzzy Decision 

In this section, we shall begin our work with some nec-
essary concepts required. For more detailed description 
of the theory, please refer to references [15,16]. 

Definition 2.1 An information system is a quaternion 
( , , , )I U A D F G  , where 

 1 2, , , nU u u u   is nonempty finite set of objects; 

 1 2, , , pA a a a   is nonempty finite set of condi- 
tional attributes; 

{ }D d  is set of decision attribute. 
 ,k kF f U V k p    is relation set of and U A , 
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and   ik k iV f u u U   is the domain of ka A . Table 1. An ordered IS with fuzzy decision. 
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is
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stem 

 not an equivalence relation. 
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3) If , then    u1 2
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4) If en u u j i A

u u ,
ition 2.3 

 i AAj    . 
n information syDefin For a fI

 re
, the 

lower and lower approximation sets of D  with spect 
to A , which are fuzzy sets, are denote by d DA  and 

DA  respectively. And their membership funct s are 
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,

defi
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      minD i j j i A
A u d u u u   , 

      maxD i j j i A
A u d u u u   . 
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3. Lower Approximation Reduction of 
Ordered Information System with Fuzzy 
Decision 
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